
The Wide Angles Cameras (WACs)
________________________________________________________________________

Optics
38.3×38.3 FOV (°)
11 filters per camera
f# 10.0

________________________________________________________________________

Detector
Star 1000 Radiation Hard 
Monochrome Sensor
CMOS APS 3T
1024x1024 pixels
15μm Pitch
10-bit ADC

________________________________________________

Filters
6 RGB Broadband (3 per WAC)
4 Solar Narrowband (2 per WAC)
12 Geology Narrowband (6 per WAC)

Figure 2: WAC assembly CAD 
Model, illustrating the filter 
wheel and camera module. 
Credit: MSSL

In this work we formulate the function fCam for the specific
case of the WACs, and present results and applications of a
complete software simulation of the cameras.

Optics Function: from Scene Radiance to Focal Plane 
Irradiance

Figure 4: The geometry and notation of the optics model. The spectral transmission in
this model is directionally dependent, due to the wide (>15º) FoV of the WACs. The
optics of previous multispectral cameras of surface missions have used FoVs <20º,
and so could be described sufficiently by a single spectral transmission function for all
directions.4

PanCam on the ExoMars 2020 Rover

PanCam1 is a 3 camera system for the ExoMars rover2, featuring a
pair of Wide Angle Cameras (WACs), for 3D stereo vision and
multispectral imaging3, and a High Resolution Camera (HRC), for
close-up colour imaging.

Figure 1: CAD Model of PanCam,
also hosting NavCam and ISEM.
Credit: ESA
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Information (e.g. 3D structure, mineral 
presence, grain size etc), can be inferred 
from an image by formulating and solving 
an inverse problem, g. The type of inverse 
problem used is dependent on the form of 
the forward problem, f, and in 
particular the distribution
of noise.3

How is light scattered by 
a particular object and its 
properties?

How has light scattered from 
the objects in an environment 
before entering the lens?

How does the light entering the 
lens form a digital image?
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Figure 8: Photon Transfer Curve of Simulated (red) and 5x Star 
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Figure 3: The geometry and notation of the image chain, including
the form of the rendering equation.
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Figure 5▴: Schematic and equations
of the CMOS detector model,
showing the pdf types used for each
noise source. The parameters are
chosen for accessibility from the
Star 1000 detector datasheet6.

Figure 6▸: We have formulated a
new sense-node function, GSN,
giving an improved fit to electro-
optical measurements, from the Star
1000 Datasheet, compared here
against Gamma and Log best fits.
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The Camera Transfer Function

The camera forms a digital image from the inward spectral radiance at the point xc, the
centre of the lens, with each pixel representing a direction in Θ, the field-of-view
around the camera pointing direction, ωc. fCam is composed of the functions outlined
below:

fCam : Lc (xc, !̂c +⇥,�) ! SF (xc, !̂c)

Radiance
Optics����! Irradiance

Detector������! Image

___________________________________
Data Inputs

Scene Radiance Cube (W/m2/sr/μm)
Filter Transmission Cube (%)
Lens Transmission Cube (%)
Quantum Eff. Vector (e-/𝛾)
Optics Vector (4 misc parameters)
Detector Vector (30 misc parameters)

_________________________________________
Language

IDL Object Oriented
_________________________________________
Resolution

Spatial : 1024×1024 (FoV Only – no stray light)
Spectral : 701 channels, 400 - 1100nm, 1nm Δ𝜆
Values : Double-precision

Features of the PanCam WAC Simulation

For a given scene radiance, there is an optimal exposure time. This is also dependent on the filter bandpass used, 
and the spectral power of the radiance for the filter wavelength. Longer exposures increase noise content, and so 
exposure predictions can inform us of the expected SNR for a particular filter.

@rbstabbins

Figure 10: RGB sections from the hyperspectral cube of an
abstract composition of soil and rock classes (identified by
MER Pancam9), sky, and the PanCam Calibration Target.

Use Case: Exposure Predictions for a generic synthetic scene

Reconstructing spectral transmission for all angles

𝜏(λ) is represented by a 1024x1024x701 cube. We have
measurements of 𝜏(𝜃, λ) for 𝜃m ∈{0º, 4º, ... ,40º} for
each filter (from Aberystwyth University).We reconstruct
the dense cube from sparse measurements by:

1. From 𝜏(𝜃m, λ), find features λCentre, λFWHM+, λFWHM- for each
𝜃m

2. Find neff by fitting the function λf (𝜃) to each feature.7

3. For each measured λi(𝜃=0º):

i. Compute λi(𝜃m)

ii. Fit a cubic polynomial to 𝜏(𝜃m, λi(𝜃m))

iii. Interpolate 𝜏(𝜃, λi(𝜃)) for 𝜃∈{0º, 0.05º, ... , 26º}

4. This gives a dense function 𝜏(𝜃, λ), from which we can
linearly interpolate 𝜏(λ) for 𝜃ij∈ Θ
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Figure 7: L1 example reconstruction, showing
improvement on Gaussian fitting, by preserving
changes in FWHM with 𝜃, and maintaining the high
kurtosis form of 𝜏(𝜆). This has been repeated for all
filters.
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Refl. Spec from Aber U.
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Figure 11: For each target, we can make
predictions of the optimal exposure time for
each filter channel.

Summary
• A forward model informs choice of inverse 

methods
• We present a Forward Model of the image 

capture of the PanCam WACs, featuring:
- Directionally dependent transmission
- Nonlinear CMOS Gain

Future Work
• Verification against PanCam FM/EM
• Rapid analysis tuning of inverse methods
• Merger with PBRT implementation of fRender
• Library assembly of fBRDF by experiment and 

collation

Optics Function: from Scene Radiance to Focal Plane Irradiance

PanCam on the
ExoMars 2020 Rover

PanCam1 is a multi-view,
multi-spectral, multi-resolution,
3 camera system for the
ExoMars rover2, featuring
a pair of Wide Angle Cameras (WACs), for 3D stereo vision, and
multispectral imaging3, and a High Resolution Camera (HRC),
for close-up colour imaging.

Image Credit: ESA
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Implications and Future Work
This software simulation developed here allows for:

• Digital Image Synthesis from hyperspectral radiometric image cubes
• noise predictions to be made for an expected scene.
• rapid testing and verification of image processing algorithms

Current Work:
• Verification and parameter tuning by comparison to PanCam Engineering Model
• Formulating fRender: Tuning of physically based rendering techniques for the

sensitivity of PanCam
• Mapping fLMI: Recording the spectral BRDF of Mars Analogue materials.

Reconstructing spectral transmission for all angles

The Wide Angles Cameras (WACs)
________________________________________________________________________

Optics
38.3×38.3 FOV (°)
11 filters per camera
f# 10.0

________________________________________________________________________

Detector
Star 1000 Radiation Hard 
Monochrome Sensor
CMOS APS
1024x1024 pixels
15μm Pitch
10-bit ADC

________________________________________________

Filters
6 RGB Broadband (3 per WAC)
4 Solar Narrowband (2 per WAC)
12 Geology Narrowband (6 per WAC)

WAC Assembly 
CAD Model, illustrating filter 
wheel and camera module

Image Credit: MSSL

The Image Chain
Describes mathematically the relation between the properties
that define objects, and the digital images that capture them
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fCam : Lc (xc, !̂c +⇥,�) ! SF (xc, !̂c)

In this work we formulate the function fCam for the specific case of the
WACs, and present results and applications of a complete software
simulation of the cameras.

The Camera Transfer Function
The camera measures the inward spectral radiance at the point at the centre
of the lens, xc, for all the angles in the field-of-view around the camera
direction, ωc +Θ.

To compute SF we break fCam into two functions, fOptics and fDetector.
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Detector Module: from Focal Plane Irradiance to Digital Image
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Figure 1: The geometry and notation of the optics model. Note that transmission in this
model is directionally dependent. This linear model neglects lens distortions and stray
light effects.

Figure 2: Schematic and equations CMOS detector model. The parameters of the are
chosen for accessibility from the Star 1000 detector datasheet6.

1. How do objects interact with light?

2. How the objects manifest in the light incident
on the camera lens?

3. How does the light on the camera translate to a
digital image?

%(λ) is represented by a 1024x1024x700 cube. We have
measurements of %(&, λ) for &m�{0º, 4º, ... ,40º} for each
filter (from Aberystwyth University).We reconstruct the
dense to from sparse measurements by:

1. From %(&m, λ), find features λCentre, λFWHM+, λFWHM- for each &
m

2. Find neff by fitting the function λf (&) to each feature.

3. For each measured λi(&=0º):

i. Compute λi(&m)

ii. Fit a cubic polynomial to %(&m, λi(&m))

iii. Interpolate %(&, λi(&)) for &�{0º, 0.05º, ... , 26º}

4. This gives a dense function %(&, λ), from which we can
linearly interpolate %(λ) for &ij� Θ
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Figure 3: L1 example reconstruction, showing
improvement on Gaussian fitting, by preserving changes
in FWHM with &, and maintaining the high kurtosis form
of %('). This has been repeated for all filters.

Noise Predictions of a generic synthetic scene

Irradiance to Electron Count
Photo-electrons
The ratio of electrons generated per photon is given by the
wavelength dependent Quantum Efficiency. The total
electron count is found by integrating over pixel area and
exposure time. The pixel quality is distributed normally.

Dark-electrons
Thermal excitations in the silicon generate dark electrons.
The spatial variance of production is given by a Log-
Normal distribution.

Reset Electrons
The reset transistor does not perfectly empty the pixel of
electrons prior to integration. A thermally dependent kTC
population are added.

Electron Count to Digital Number
Sense Node Conversion Gain Nonlinear Model
The accumulation of charge develops a potential difference
across the Sense-Node capacitor, which determines the pixel
voltage. CCDs have a near linear charge-voltage function,
but the CMOS APS used for PanCam does not.

Column Amplifier Offset Noise
Column pattern noise is introduced as an offset during
readout.

FPGA & ADC
The signal is amplified according to gain settings to the
receiving range of the ADC, where it is quantised.

Preliminary Simulation Verification
Prior to the delivery of the PanCam flight model, the simulation serves as a prediction tool for camera
performance. However, we still need to verify the workings of the simulation. We make preliminary verifications
by simulating the scene radiance of a camera calibration environment, and compare results to calibration
performed by the HRC team (DLR) on 5 Star 1000 RGB units.
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